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Mortality due to diabetes age 20-79 in 2017 (in millions)

Type 2 Diabetes Mellitus (T2DM) 
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Presentation Notes

In this talk our my main focus is on predicting complication of Type 2 Diabetes Mellitus (T2DM) , which is known as silent or hidden killer!
Type 2 Diabetes is the most common form.�Accounting for at least 95% of all cases.
The World Health Organization reported that in the next 10 years there will be about 550 million people suffering from this while A recent study in International Diabetes Federation has shown
the number of deaths worldwide for adults in 2017 due to diabetes has been increased. 




Outline

 Motivation 

 Data

 Problem

 Solution

 Hidden variable discovery approach

 Over-sampling and Enhanced Stepwise approach

 Stratifying patients based on their hidden variable 

 Results

 Conclusions and future works

Leila.Yousefi@brunel.ac.uk



Presenter
Presentation Notes
We think of Type 2 Diabetes as a tip of the iceberg.
Clinician can not measure every thing and carry out all kind of tests, so there are some unmeasured factors that clinicians failed to measure that need to be discover at the early stage of diabetes.
A recent study has shown that one out of three adults have diabetes- while a fairly large proportion – roughly 1 out of three adults with diabetes, they don’t know about it, because of its hidden risk factors and undiagnosed complications.

 



• Type 2 Diabetes Mellitus (T2DM)
• Patients aged 25 to 65 years
• 2009 and 2013
• IRCCS Istituti Clinici Scientifici Maugeri of Pavia, Italy
• MOSAIC project funded by the European Commission

Clinical feature Risk factors compilation

HbA1c (\%) 6.6 \pm 1.2 YES NO

Retinopathy {0,1} NO NO

Neuropathy {0,1} NO NO

Nephropathy {0,1} NO NO

Liver Disease {0,1} NO NO

Hypertension {0,1} NO NO

BMI (kg/m2) 26.4 \pm 2.4 YES NO

Creatinine ( mg/dL) 0.9 \pm 0.2 YES NO

HDL cholesterol 
(mmol/l) 

1.1 \pm 0.3 YES NO

Systolic blood 
pressure(SBP) 
(mmHg) 

148 \pm 19 YES NO

Smoking Habit {0,1,2} YES NO

Hidden variable [0,1] YES YES

Main clinical risk factors of T2DM and control (Mean/pm SD)
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Hundreds patients newly diagnosed as having T2DM, aged 25 to 65 years were recruited between 2009 and 2013 from Maugeri hospital in Pavia, Italy. The data was obtained as part of the MOSAIC project funded by the European Commission. 
Risk factors found to be influencing T2DM included physical examination and laboratory data (such as: Body Mass Index (BMI), Systolic Blood Pressure (SBP), High-Density Lipoprotein (HDL), Glycated Hemoglobin (HbA1c), Diastolic Blood Pressure (DBP), total Cholesterol (Cholestrol), Smoking habit and Creatinine). 

Once a person has T2DM, there are so many different branches of complications that can occur.
T2dm threatens nearly every part of the body, from head to toe. And that spans the whole spectrum from diabetes eye disease, liver disease, nerve damage all the way to the risk for stroke, heart attack and eventually death.



Visit NO Patient ID HbA1c Retinopathy Neuropathy Nephropathy Liver disease Hypertension BMI Creatinine Cholestrol HDL DBP SBP SMK

1 885 0.769 0 0 0 0 1 0.286 -0.391 2.082 0.020 1.705 0.286 1.335

2 885 0.769 0 0 0 1 1 0.286 -0.391 2.082 0.020 1.705 0.286 1.335
3 885 0.769 1 0 0 1 1 0.286 -0.391 2.082 0.020 1.705 0.286 1.335
4 885 0.769 1 0 1 1 1 0.286 -0.391 2.082 0.020 1.705 0.286 1.335
1 894 0.151 0 0 1 1 1 2.782 -0.511 -0.149 -0.053 0.297 0.286 1.335
2 894 0.151 0 0 1 1 1 2.782 -0.511 -0.149 -0.053 0.297 0.286 1.335
3 894 0.151 0 0 1 1 1 2.782 -0.511 -0.149 -0.053 0.297 0.286 1.335
4 894 -0.056 0 0 1 1 1 2.937 -0.511 -0.017 -0.343 0.297 0.794 1.335
5 894 -0.056 0 0 1 1 1 2.937 -0.511 -0.017 -0.343 0.297 0.794 1.335
6 894 -0.056 0 0 1 1 1 2.937 -0.511 -0.017 -0.343 0.297 0.794 1.335
7 894 -0.262 0 0 1 1 1 2.782 -0.511 0.534 -0.488 0.297 0.540 1.335
8 894 -0.262 0 0 1 1 1 2.782 -0.511 0.534 -0.488 0.297 0.540 1.335
9 894 -0.262 0 0 1 1 1 2.782 -0.511 0.534 -0.488 0.297 0.540 1.335

10 894 0.151 0 0 1 1 1 2.906 -0.511 0.744 -0.488 -0.642 -0.223 1.335
11 894 0.151 0 0 1 1 1 2.906 -0.511 0.744 -0.488 -0.642 -0.223 1.335
12 894 0.151 0 0 1 1 1 2.906 -0.511 0.744 -0.488 -0.642 -0.223 1.335
13 894 0.151 0 0 1 1 1 3.557 -0.391 0.376 0.455 -0.642 -0.223 1.335
14 894 0.151 0 0 1 1 1 3.557 -0.391 0.376 0.455 -0.642 -0.223 1.335
15 894 0.151 0 0 1 1 1 3.557 -0.391 0.376 0.455 -0.642 -0.223 1.335
16 894 0.013 0 0 1 1 1 3.324 -0.235 0.744 -0.125 -0.642 -0.223 1.335

1 1010 1.388 0 0 1 0 0 0.162 -0.630 2.450 -0.779 2.175 2.827 1.335
2 1010 1.388 0 0 1 0 1 0.162 -0.630 2.450 -0.779 2.175 2.827 1.335
3 1010 1.388 0 0 1 0 1 0.162 -0.630 2.450 -0.779 2.175 2.827 1.335
4 1010 1.388 0 0 1 0 1 0.162 -0.630 2.450 -0.779 2.175 2.827 1.335
5 1010 2.350 0 0 1 0 1 0.206 -0.511 0.875 0.818 0.297 -0.223 1.335
6 1010 2.350 0 0 1 0 1 0.206 -0.511 0.875 0.818 0.297 -0.223 1.335
7 1010 2.350 0 0 1 0 1 0.206 -0.511 0.875 0.818 0.297 -0.223 1.335
8 1010 2.350 0 0 1 0 1 0.206 -0.511 0.875 0.818 0.297 -0.223 1.335
9 1010 2.350 0 0 1 0 1 0.078 -0.750 1.636 -0.053 -0.642 0.286 1.335

T2DM Data
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In this longitudinal study, this is how our data set looks like 
At every medical visit, all diabetic patients have a unique profile of symptoms and complications that changes over time, regardless of the phase of the disease. Considering how the state of the patient during each visit changes over time can be an important challenge for physicians preparing for future visits. 
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Hidden Risk Factor

?

?
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Predicting disease complications at the early stage of a longitudinal study has been known as a critical issue which has high practical benefits in clinical applications. 
At every medical visit, all diabetic patients have a unique profile of symptoms and complications that changes over time, regardless of the phase of the disease. Considering how the state of the patient during each visit changes over time can be an important challenge for physicians preparing for future visits. However, dealing with time-series patient records is known to be a major issue in the prognosis of comorbidities.
For many clinical problems in patients, the underlying structure of risk factors (hidden factors) plays an important role in medical interventions. The Relationship of T2DM risk factors affects the risk of Development and Progression of complications in follow-up visits. 
However, the overuse of hidden variables can lead to complex models that can overfit and are not well understood (being `black box' in nature). 
In particular, mining time-series data in the prognosis of disease with rare positive results is one of the challenging problems as well as that of class imbalance. 
Need to find different groups of patients sharing similar profile of risk factors




Hidden Variable Discovery Approach

 Finding methods to assess the influences of these latent variables

 Discover the dependencies between the latent variable and the

observed variables

 Discover Diabetic trigger and eliminate diabetes forever!

 Determining the precise position of the latent variable

 Identifying and understanding groups of patients’ with similar

disease profiles (based on discovered hidden variables)
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We propose a model for the prognosis of major comorbidities of patients diagnosed with diabetes using a latent variable approach within a Dynamic Bayesian Network framework.
The aim of this work is to predict the future phases of diabetic complications for patients at various stages in the disease. 
We are interested in models that not only capture unmeasured effects but are also transparent in how they model data so that knowledge about disease processes can be extracted and trust in the model can be maintained by clinicians.
Identifying and understanding groups of patients’ with similar disease profiles (based on discovered hidden variables) makes it possible to better understand disease progression in different patients while improving prediction. 
Exploiting these unmeasured risk factors (hidden variables) can improve the modeling of disease progression and thus enables clinicians to focus on early diagnosis and treatment of unexpected conditions.
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Bayesian approach brings different types of evidence to answer the questions of importance. 
The Bayes' theorem tells us how to update our initial probabilities (a prior state of knowledge or belief) if we observe some evidence, in order to find out posterior duistribution.
Probabilistic graphical models such as Dynamic Bvayesian Networks have demonestratwed much promise in disease progression and they can naturally incorporate hidden variables using EM algorithm.
Unlike deep learning approaches that attempt to model complex interactions in data by using a large number of hidden variables, we adopt a different approach.
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Whenever a then b 
but not vice versa
-------------
Possibly 
a => b

 Conditional independence analyses to 

infer causal structures

 IC* algorithm (an extension of IC) 

learns a partially oriented Directed 

Acyclic graph (pattern) with latent 

variables.

See Pearl, "Causality: Models, Reasoning, and Inference", 2000, p52 for more details.

Causal structure- DAG

Inference and learning
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The IC* is a constraint-based method which applies conditional independence analyses to infer causal structures and learns a directed acyclic graph with hidden variables.
 The probability of a high state of any learned hidden variables is then inferred using a standard BN inference, using the expectation-maximization (EM) algorithm. 
Find all pairs of variables that are dependent of each other (applying standard statistical method on the database); Eliminate (as much as possible) indirect dependencies; Determine directions of dependencies;





1. Balance the data based upon a specific complication using 

oversampling method on the random patients in a minority class 

(Positive cases)

2. Apply IC* algorithm

3. Provide parameter by applying inference rules on all discovered 

hidden variables. 

4. Treat the discovered hidden variable as an observed variable. 

5. Re-apply the IC* and repeat step 2, 3 and 4 until no new hidden 

variable is discovered. 

6. If no hidden variable was found, or chain connections between 

hidden variables are destroyed then stop
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Enhanced Stepwise method 
Incrementally identifying hidden variables



Step 2Step 1:



Step 4Step 3



Dendogram of complete linkage cluster analysis and Temporal 
phenotypes (The First Hidden Clusters "Profiles“-C1)

Using the Medoid
hidden variable cluster 

profile for "deep 
temporal phenotype"

Hierarchical Clustering and 
discovering Phenotypes
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We exploited Dynamic Time Warping (DTW) as a distance metric for the discovered hidden variables. We then used discovered hidden variables probabilities to group patients into clusters. DTW distance is a suitable measure to evaluate the similarities and dissimilarities of time series with respect to their shape. In our work, univariate DTW provides a warping function that compares a hidden variable vector of a patient time series to a hidden variable vector of another patient series, where these two vectors do not necessarily need to be equal. We need to keep one patient hidden variable vector constant while stretching and shrinking the hidden variable vector to fit. This is then fed into hierarchical clustering (complete) to build sub-groups of patients based upon their hidden variables. This is also known as complete linkage cluster analysis since a cluster is formed when all the dissimilarities between pairs of patient visits in the cluster are less than a particular level. In order to characterize the profile of each discovered cluster, we apply medoid analysis to the DTW distance matrices to extract the patient with the smallest inter-patient distance from n clusters of sub-groups. Thus, any sub-group can be represented by a hidden variable pattern, which can be thought of as a temporal phenotype for the cluster of patients.
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Results
Node Accuracy Sensitivity Specificity Precision

No Hidden variable 0.40 0.50 0.40 0.40

Stepwise (Step1) 0.60 0.40 0.80 0.70

Enhanced Stepwise(Step1) 0.82 0.30 1.00 0.99

Stepwise (Step2) 0.80 1.00 0.60 0.70

Enhanced Stepwise (Step2) 0.97 0.82 0.98 0.88 

Stepwise (Step3) 0.80 1.00 0.60 0.70

Enhanced Stepwise (Step3) 0.97 0.83 0.98 0.84 

Enhanced Stepwise (Step4) 0.97 0.83 0.99 0.94 

Enhanced Stepwise (Step5) 0.97 0.84 0.99 0.87 
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Accuracy and Errors Bar for Five Steps 

Mean values of T2DM risk factors and complications clusters based on the Fourth Hidden variable (C4).
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A precise estimate of the uncertainty related with parameter estimation is essential to avoid misleading inference. This uncertainty is typically outlined by a confidence interval, which is professed to incorporate the true parameter value with a predefined likelihood. We confine ourselves to confidence intervals to manage the uncertainty in the prediction results derived from a randomly selected subset of T2DM patients. The effect of adding a hidden variable at each step of the enhanced Stepwise is assessed on the randomly oversampled T2DM patients data in predicting a common complication of T2DM (retinopathy). Clustered column charts in Figure compare the classification accuracy percentages average among 250 times randomly oversampling, for five steps of the enhanced Stepwise method. Additionally, error bars on the top of bar charts is illustrated. These results reveal that classification accuracy of retinopathy in step 1 with discovering the first hidden variable has been increased sharply by adding a new hidden variable in step 2-4 and then dropped slightly at step 5, while error bar in step 1 is bigger than others. The error bar in step 2 is quite big due to a bigger confidence interval of others. 
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We addressed three goals. Firstly, we identified targeted locations of hidden variables within clinical data from patients suffering DT2M using an enhanced version of stepwise IC* approach with more robust stopping points, which is able to learn more hidden factors. We then revealed how these hidden variables can improve prediction with applying confidence interval. Moreover, we clustered patients based upon the hidden variables and used the Medoid hidden variable profile of each cluster to characterize the "deep temporal phenotype" of that set of patients. We demonstrated how the discovery and understanding of hidden variables results in an improvement in the stratification of patients and aids in understanding interactions between risk factors and unmeasured variables. Although some attempts have been taken to find a meaningful temporal pattern, we believe this is the first use of DTW and Hierarchical clustering to stratify patients based on just one hidden variable, not other risk factors. We will extend this work by exploring how the discovered hidden variables interact amongst themselves and clinical variables by using inference techniques on different complications. We also would like to explore how the approach performs when integrating other related data such as environmental data, as well as on other longitudinal disease progression data. We will seek more advice from clinicians in interpreting hidden factors and their correlation toward other T2DM risk factors as well as disease prediction process.
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Thank you for listening!

Any Question?
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