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DECISION TREES

IsRound Diameter Weight IsRed? IsOrange IsSweet IsApple?
1 10 200 1 0 1 Yes
1 8 175 0 1 1 No
1 9 175 1 0 1 No
1 9 210 1 0 1 Yes
1 9 205 1 0 0 Yes
0 2 210 0 0 1 No
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DECISION TREES: HOW DO YOU CONSTRUCT THE TREE?

Decision trees usually work top-down, by choosing a 
variable at each step that best splits the set of items. This can 
be done by using: 

• Gini impurity 

• Information gain
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DECISION TREES: GINI IMPURITY

measurement of the likelihood of an incorrect classification of a new instance of a 
random variable, if that new instance were randomly classified according to the 
distribution of class labels from the data set

G(k) = 1 − ∑ (p2
i )
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DECISION TREES

IsRound Diameter Weight IsRed? IsOrange IsSweet IsApple?
1 10 200 1 0 1 Yes
1 8 175 0 1 1 No
1 9 175 1 0 1 No
1 9 210 1 0 1 Yes
1 9 205 1 0 0 Yes
0 2 210 0 0 1 No

G(k) = 1 − ∑ (p2
i )

G(k) = 1 − (0.52 + 0.52) = 0.5
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DECISION TREES LEARNING: INFORMATION GAIN

Find the question that reduces our uncertainty the most!

IsRound Diameter Weight IsRed? IsOrange IsSweet IsApple?
1 10 200 1 0 1 Yes
1 8 175 0 1 1 No
1 9 175 1 0 1 No
1 9 210 1 0 1 Yes
1 9 205 1 0 0 Yes
0 2 210 0 0 1 No
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DECISION TREES LEARNING: INFORMATION GAIN
IsRound IsApple?

1 Yes
1 No
1 No
1 Yes
1 Yes
0 No

IsRound IsApple?
1 Yes
1 No
1 No
1 Yes
1 Yes

IsRound IsApple?
0 No

Impurity: 1 - (3/5 ^2 +2/5^2) 

= 1 - (0.36+0.16) = 0.48

Impurity: 0



THE BASIC IDEA OF

DECISION TREES LEARNING: INFORMATION GAIN
IsRound IsApple?

1 Yes
1 No
1 No
1 Yes
1 Yes
0 No

IsRound IsApple?
1 Yes
1 No
1 No
1 Yes
1 Yes

IsRound IsApple?
0 No

Impurity: 1 - (3/5 ^2 +2/5^2) 

= 1 - (0.36+0.16) = 0.48

Impurity: 0

Average Impurity: 0.48 * 5/6 + 0 * 1/6 =  0.4
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DECISION TREES LEARNING: INFORMATION GAIN
IsRound IsApple?

1 Yes
1 No
1 No
1 Yes
1 Yes
0 No

IsRound IsApple?
1 Yes
1 No
1 No
1 Yes
1 Yes

IsRound IsApple?
0 No

Impurity: 1 - (3/5 ^2 +2/5^2) 

= 1 - (0.36+0.16) = 0.48

Impurity: 0

Information gain: Initial Impurity - The current node impurity =   0.5 - 0.4 = 0.1
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DECISION TREES LEARNING

•You compute the information gain for every single node, 
and you choose the node that maximises the information 
gain!
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TREE BAGGING

•BOOTSTRAP SAMPLES OF YOUR TRAINING SET! 
•ON EVERY SET TRAIN A NEW TREE 
•AVERAGE THE RESULTS OVER THE TREES
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BAGGING

ID IsRound Diameter Weight IsRed? IsOrange IsSweet IsApple?
0 1 10 200 1 0 1 Yes
1 1 8 175 0 1 1 No
2 1 9 175 1 0 1 No
3 1 9 210 1 0 1 Yes
4 1 9 205 1 0 0 Yes
5 0 2 210 0 0 1 No
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BAGGING

0 1 2 3 4Training set: 5

0 0 2 4 4Sample 1: 5

0 1 2 4 5Sample 2: 5

1 1 2 3 3Sample 3: 5

Model1

Model2

Model3
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RANDOM FORESTS

•BOOTSTRAP SAMPLES OF YOUR TRAINING SET 
•RANDOM SELECT A SET OF FEATURES 
•ON EVERY SET TRAIN A NEW TREE 
•AVERAGE THE RESULTS OVER THE TREES
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XGBOOST

•IN MOST KAGGLE COMPETITIONS IT REPLACED 
RANDOM FORESTS AS A CLASSIFICATION 
METHOD  

•RANDOM FORESTS AND BOOSTED TREES ARE 
NOT DIFFERENT IN TERMS OF MODEL, THE 
DIFFERENCE IS HOW WE TRAIN THEM 
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HTTPS://WWW.FIFA.COM/WORLDCUP/GROUPS/ 
HTTPS://WWW.FIFA.COM/WORLDCUP/MATCHES/#KNOCKOUTPHASE 

https://www.fifa.com/worldcup/groups/
https://www.fifa.com/worldcup/matches/#knockoutphase

